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Abstract—With the advancement in VLSI technology, the 

number of transistors on a device increases along with the 

reduction in the size of transistor. The likelihood of a 

manufacturing failure is rises as feature size continue to contract. 

The overall testing cost and testing efforts are increases 

exponentially with each new technology node. Therefore, 

it is necessary to explore the techniques which guarantee the 

circuit functioning with less efforts and cost. As with each new 

technology node, not only the possible number of faults in circuit 

increases but also new types of faults are being introduced. In 

this scenario, this paper aims to explore the various existing 

Machine Learning (ML) methods for the prediction of number of 

faults in circuit. This paper also aims to categorize the fault 

prediction and prediction of test vector set. The paper includes 

the comparison analysis of different ML algorithms in fault 

prediction. With the use of ML algorithm, the Automatic Test 

Pattern generator (ATPG) shortens the time needed to generate 

test set required for manufacturing testing.  

 
Index Terms— Fault model, Fault equivalence, Fault Prediction, 

Stuck-at-Faults, Machine Learning, Test Data, Test Pattern 

Generation, Automatic Test Pattern Generator, Automatic Test 

Equipment. 

 

I. INTRODUCTION 

 

ith shrinking technology, the number of transistors 

in a given integrated circuit is increasing 

exponentially. The fabrication at such small 

geometry is becoming very much complicated. So 

it is very natural that the probability of fabrication defects is 

increasing immensely for any fabricated IC. Such defects are 

generally modeled as fault.  Further the advancement of 

transistor technology is coming up with new types of faults 

and hence new fault models.  Hence, despite of drastic 

increase in number of transistors per chip, semiconductor 

industry has shown the reduction in the cost of manufacturing 

per transistor. But over the years, the cost of testing per 

transistor is not much reduced comparatively [13]. Among 

many parameters affecting test cost, key parameter is test data 

generation. 
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Every fabricated IC is being tested by Automatic Test 

Equipment (ATE). Speed of chip testing directly proportional 

to the number of test patterns generated by ATE. The test data 

set is being generated by Automatic Test Pattern Generator 

(ATPG). When the circuit is made of billions of transistors, 

the ATPG requires very complex algorithms to predict the 

possible fault types in circuit, to predict all possible faults in 

the circuit and to decide the test data set for this fault list. 

Hence, it is necessary to adopt the new methodologies to 

support the automation of fault prediction and test data 

generation. Further, with increase in number of transistors per 

chip within a small area, peripheral pin accessibility is also 

becoming a major concern of design process. To efficiently 

implement the pin-allocation, for pin-access prediction and 

optimization, speedy and effective algorithms are required [1]. 

With improved technology and with development of various 

machine learning algorithms, Machine Learning (ML) 

applications are becoming more and more powerful. Different 

learning algorithms are used to program machine learning 

models. These algorithms can learn from a given set of data. 

This data can be in any form such as integers, strings, images, 

videos, audio, etc. For example, voice acknowledgment 

frameworks, Siri and Cortana relies on machine learning and 

profound neural systems like Deep Neural Network (DNN) to 

mimic human communication. In general, to increase ML 

model accuracy, datasets should be as large as possible. To 

support massive data processing, high computational and 

processing power is needed. These massive computations are 

now more affordable because the amount of processing power 

available per dollar has likely increased by a factor of ten over 

the course of the last 25 years at regular intervals. Colab is a 

colaboratory suit from Google allows user to write, edit and 

execute the machine learning based python code with GPU 

access. It is web-based IDE released in 2017. As a result, 

various applications can use ML techniques with various 

algorithms. As transistors scales down to smaller size, the 

reliability of chips is extremely important [2].  

      In this paper, we have explored various familiar ML 

algorithms for the fault prediction of combinational circuits. 

We have used Synopsis and Cadence EDA tools for fault 

coverage and test set generation. These test pattern generation 

tools assure the fault coverage of the circuit or a chip. For the 

proposed ML approach these tools were used to generate the 

data set.  

The section paper is arranged as follow. Section II describes 

proposed methodology.  Section III and IV cover result 

Machine Learning Algorithms for Fault-

Prediction 

W 



2 

NIRMA UNIVERSITY JOURNAL OF ENGINEERING AND TECHNOLOGY VOL. 1 ISSUE 1 

analysis and challenges respectively. Future scope is discussed 

in section V and section VI includes conclusion. 

II. PROPOSED METHODOLOGY 

A. Problem Statement 

The main objective of the work is to do comparative 

analysis of fault prediction and find the best possible 

algorithm for predicting faults. 

B. Proposed Algorithms for prediction 

To predict the faults using the dataset for given 

combinational circuits, various ML algorithm models are 

implemented. The ML models are categorized into two 

types: 

1) Supervised Learning 

2) Unsupervised Learning 

They are used in various methods that are important for 

solving many real time problems. We have opted supervised 

learning for the prediction of faults, as training of the ML 

model with known example circuits is necessary.        

In supervised machine learning, the inputs and outputs are 

given to the machine learning model and the model will learn 

by mapping the activation function. Supervised learning 

algorithms have been implemented in this research. 

Identifying the type of problem is the first step of ML 

implementation. In supervised learning typically; a problem 

can be of classification or to predict a target numeric value 

(Regression problem).  

C. Dataset 

For any combinational circuit, the types of fault and number 

of fault depends upon the technology node, number of 

inputs, number of outputs, total gates needed in the circuit, 

total number of interconnections. Here for first proof of 

concept, we have considered the combinational circuit at 

gate level netlist. We have also considered that the circuit is 

containing the primitive gates only like AND, NAND, OR, 

NOR and NOT gates. Each gate is having 2 fan-in only. For 

this experimental work, the most popular fault models stuck-

at-one and stuck-at-zero are considered. 

For ML algorithms, it was required to have large number of 

training data set. For this purpose, more than 250 different 

combinational circuits with different complexity were 

considered.  The data set has 60 tuples which include the 

number of gates, the number of inputs, number of outputs 

and number of faults after applying fault equivalence. The 

dataset consists of different features which have varied 

purpose and applicability. The parameters like Number of 

Gates, Number of Inputs, and the number of faults for 

analysis have been used. 

D. Fault Prediction 

The advancement in scaling techniques of a device on 

silicon chip in highly dense systems and complex circuits can 

now be designed by Very Large Scale Integration. [3]. The 

need for fault prediction in today’s world is necessary with 

the unprecedented growth scene in VLSI domain. The major 

concerns in chip testing are detection of the fault and 

identifying possible fault location. In large circuits, and fault 

prediction [4]. The likelihood of a manufacturing failure rises 

as feature size continues to reduce. Therefore, it is crucial to 

guarantee a circuit behaves correctly. As a result, the circuit 

has to be tested for faults. The suggested ML method offers a 

quicker method for estimating the number of possible faults in 

given circuit. The accurate prediction of possible faults in 

circuit can be helpful in future prediction of test pattern 

generation with a short execution time of ATPG algorithm. As 

a result, it shortens the time needed to confirm a circuit’s proper 

operation. The prediction of the number of faults is done by 

giving minimal information about the circuit. With the basic 

information like the total gates required in the circuit and the 

total externally applied inputs, we are training the ML models 

to predict the number of faults in a circuit [5]. 

E. Methodology 

Seven machine learning algorithms have been implemented 

for the prediction of the faults in different combinational 

circuits. 

1) K-Nearest Neighbor: The K-Nearest-Neighbors 

classification model is easy to implement yet efficient 

technique. [6]. KNN is a famous versatile supervised 

machine learning model which is especially applied to  the 

domain where prior knowledge about circuits and their 

fault is unavailable. This algorithm is chosen because it 

performs better on large datasets in which values may 

change frequently. It has been observed that accuracy in the 

KNN model does not increase after grouping rather we see 

that F1-score in KNN model increasesby0.016. 

2) Decision tree Classifier: In this algorithm data is 

classified like tree structure, where each node represents 

classification based on particular feature based on feature’s 

value or range of vales, each branch from the parent node 

indicates a result of the test on a feature value and leaf node 

shows particular class label. A decision tree algorithm is a 

kind of supervised technique that functions using a 

hierarchical approach. The decision tree functions as a 

structure like the top down or bottom up. It 

applies branching to create a branch for every potential 

class. One branch classifies tuples in to children nodes and 

so on until the tuples in a particular node belongs to the 

same class. We have observed that neither the accuracy nor 

the f1-score improves after grouping. The rules for 

selection of particular node as decision node specifically 

depend on attribute’s Information gain or gain ratio or Gini 

index value. Therefore, it is very essential to select a proper 

attribute wisely as it affects the performance of the model. 

[7]. 

3) Support Vector Classifier: SVM is a supervised 

machine learning method. It is an effective technique for 

classifying and analyzing data. Learning rate of SVM 

classifier is faster in large dataset compare to other 

classifier [8]. This algorithm separates different classes by 

forming line, plane or hyper plane depending on number of 

features selected for classification. These hyper planes in 
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the identify space to have a good separation between 

different classes. The significant margins between all 

classes are desirable to reduce loss in prediction. It is a kind 

of machine learning model which is used for both 

regression and classification type problems. The objective 

of the SVM method is to choose a hyper plane in an N-

dimensional space that categorizes the data points without 

over fitting. The number of input features defines the type 

of hyper plane. If two input features are selected for the 

model training, then the hyper plane will be basically a line 

and if three input features are selected for the model then 

hyper plane becomes a 2-D plane. If more than three 

significant features are selected for the model, plane 

becomes multi dimensional and visualizing it becomes 

difficult. F1-score for the SVC models increases by 0.027 

after grouping. 

4) Linear Regression: In a linear regression model, 

output variable is predicted by plotting a line based on the 

value of independent variable. The dependent variable is 

the target variable predicted using one or more independent 

variable (input features) [9]. This algorithm works well for 

regression problem where continuous variable values to be 

determine, but due to its inability to differentiate among 

classes, it performs poorly for classification problem. So it 

is not recommended to use it for classification problems. 

The accuracy of the Linear Regression increases greatly 

after grouping, it increases by 45 percent, the F1-score also 

increases with smaller value. 

5) Naive Bayes Classifiers: Naive Bayes algorithms are 

the statistical classification algorithms based on the Bayes’ 

theorem help in identifying the probability of events, 

having knowledge of the other event occurrence. It is 

depends on the probabilities of occurrence of each event 

[10].The Bayes Theorem is used for deriving a naïve Bayes 

algorithm. The algorithm assumes that all the (input) 

independent features are mutually exclusive. In this 

classifier, it believes that if one feature is present in a class 

is unaffected by rest features presence. They are mutually 

exclusive with each other. The dataset is then classified 

depending on probabilities of all the class, which is known 

as posterior probability. The class with the highest 

posterior probability will be considered as the class label 

prediction. For applications with smaller available data set , 

this model predicts results faster and effectively than other 

Machine learning algorithm such as  logistic regression. 

6) Logistic Regression: This algorithm is a type of 

supervised machine learning model used for classification 

problems. It is used to identify the best possible class of the 

particular tuple. The nature of the dependant variable (output 

variable) is dichotomous. So, there would be two possible 

classes only. The accuracy of logistic regression model also 

increases by 16 percent (compare to which result) but we see 

that the F1-score decreases after grouping. 

7) Random Forest Classifier: Random Forest comprises 

of big set of small decision trees, which act as an ensemble. 

Every single decision tree classifies the tuple and the class 

with the maximum votes is considered as the final result. 

Model is trained first then testing is performed. Like NN 

(neural network) , the model can be used for both regression 

and classification examples [11]. It also reduces the risk of 

over-fitting. Given that random forest can accurately 

perform both regression and classification tasks. The 

random forest classifier has advantage that for missing 

values in the dataset, accuracy is preserved by bagging. So, 

this is the machine learning model that is helpful for 

handling missing values in the dataset. Random Forest is 

also a slower and complex model and it needs large number 

of samples in dataset. Random forest makes it easy to 

evaluate variable importance. The Random Forest model, 

when applied for fault prediction, it gives the highest 

accuracy before grouping and also after grouping it is 

increase by around 30percent. It has been proved that the 

F1-score of random forest also nearly doubles after 

grouping. 

Table 1: Accuracy before Grouping 

Model Accuracy F1-score 

Linear Regression 9.0909 0.0526 

Logistic Regression 13.636 0.1083 

Decision Tree Classifier 11.764 0.057 

Random Forest Classifier 36.363 0.308 

Support Vector Classifier 17.647 0.066 

Bernoulli Naives Bayes 23.529 0.0761 

K-Nearest Neighbor 5.882 0.0333 

                   

Table 2: Accuracy after Grouping 

Model Accuracy F1-score 

Linear Regression 54.545 0.541 

Logistic Regression 29.411 0.156 

Decision Tree Classifier 11.764 0.052 

Random Forest Classifier 63.636 0.6335 

Support Vector Classifier 17.647 0.093 

Bernoulli Naïve Bayes 0 0 

K-Nearest Neighbor 5.882 0.049 

F. Reasons for Grouping of Data 

1) To overcome the problem of low accuracy and F1-

score. 

2) Splitting the range of data into small blocks of 

assigned bits, so as to reduce the complexity of 

result declaring in the ML models. 

3) Class Prediction leads to fault prediction in a certain 

range of bits; though it reduces the resolution of 

prediction, it makes the implementation easier and 

accuracy higher. 

III. EXPERIMENTAL DATA 

F1 Score and Accuracy computed by confusion matrices 

are very widely used performance parameters in 

classification problems [12]. In any machine learning 

application, the best way to best predictions of the faults rely 

on the use of the proper algorithm and on the quality of the 

dataset available. We have used two metrics for calculating 
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the algorithm’s results are F1-score and the most critical 

accuracy. Accuracy is the one of the basic parameter can be 

verified that checks total correct predictions out of total 

tuples applied for testing the model. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑜. 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

F1-score is the harmonic mean of precision value and recall. 

It is one of the simplest ways to combine any performance 

parameters of the model. Also both parameters required to be 

high to achieve high F1 score. So, F1-score is more affected 

to low value in one of the parameter. Accuracy is more 

statistic parameter which is more intuitive and F1score is 

more preferred for imbalance dataset. We preferred both the 

performance metrics for our model’s evaluation and also to 

select the best model for applications. It has been observed 

that the result has a better F1 score in Random Forest 

Classifier. Each model has varying accuracy due to quality of 

the available dataset. If dataset is more accurate, balanced as 

well as standardized can give us accurate results. This shows 

that variety of enrich datasets is required for the classifiers 

that can performs better after they are applied. 

IV. CHALLENGES 

   The biggest challenge for machine learning applications for 

VLSI test field is readily available training data set. For 

training purpose and result analysis as well as bench marking, 

the research needs a large pool of standard verified data set. 

When it comes about VLSI testing field, there are bench mark 

circuits and ready test data available like ISCAS-85 and 

ISCAS-89 combinational and synchronous circuits 

(International Symposium of Circuit and System) benchmark 

circuits, ITC-99 benchmark circuits, TAU circuits for timing 

analysis. These circuits and available test data set are 

considerable enough for optimization algorithms and their 

result analysis. In these recent trends of AI-ML applications 

for VLSI test, these circuits are found not enough for training 

and testing of AI-ML efficiency for this complex field of 

VLSI.  

   With the better and larger dataset available, many more 

features of VLSI design verification and testing can be better 

analyzed for a detailed further analysis and the same is 

applicable for the case of fault prediction. Dataset has basic 

details of the circuit’s parameters like fault coverage and a few 

test patterns. However, it needs a enrich dataset with many 

tuples in the dataset. If such dataset is used for classification 

problem, it will be a robust algorithm that results better from 

many features available. 

   As the regression algorithms are never performs well for 

classification problem, so, they are not preferred for 

classification with higher values. Machine learning cannot 

predict accurately with false or missing data (garbage in, 

garbage out). Therefore, the challenge is to handle the missing 

data. This problem is also known as corruption of data. If ‘0’ 

values are given instead of missing values (‘NaN’), the output 

will consist of false predictions. NaN data can be a cause of 

large errors in machine learning models. The smaller size 

dataset is a big hurdle that needs to be tackled by proper 

documentation and the use of better software for accurate and 

verified documentation of these data points. Standard datasets 

are not easily accessible; So, the set applied to the ML model 

here needs to be preprocessed and verified for very low noise. 

We rely on locally generated circuits and test vectors to 

prepare datasets for training and testing of the model. They 

might have lower efficiency and they need to be checked 

before use. 

V.  CONCLUSION 

In this paper an evaluation method for identifying faults 

using various ML algorithms, from a perspective of F1-score 

measurement and accuracy of predictions. The final F1-score 

of this approach is an average of the result of every 

algorithm’s specific sequence. The accuracy tells us about the 

ability of the particular model to predict faults. Various types 

of machine learning models were used throughout this 

research work. The implementation of this machine learning 

model has been done on the Google Colab platform using 

Python programming language. These techniques have been 

used to predict the number of faults for respective digital 

circuits. 

The prediction of the number of faults was done more 

accurately by the Random Forest model with an accuracy of 

63% after grouping the number of faults. The result analysis 

of better performance of Random Forest model compared to 

other model is out of the scope of this paper and will be 

considered in future scope. 

 VI. FUTURE SCOPE  

This paper has explored the fault prediction for a limited type 

of cases only. It means it covers only combinational circuits 

but the same experimental work can be done on sequential 

circuits and synchronous circuits. Further, the gate types 

considered here are only primitive gates like AND2, NAND2, 

OR2, NOR2 and INV. The most required work will be to 

apply these algorithms on fab specific gates being used in 

ASICs with different functions and different fan-ins. The 

future scope is also in examining the other types of fault 

models like delay faults, transistor level faults and bridge 

faults.    
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